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Challenges Method Analysis ResultsIntroductionIntroduc-
tionDataset & Tasks

This competition is dedicated to enhancing multimodal perception and comprehension capabilities of MLLMs for
autonomous driving, focusing on the General Perception, Regional Perception, and Driving Suggestions.

[A] Li Yanze et al., Automated evaluation of large vision-language models on self-driving corner cases, in arXiv preprint: 2404.10595, 2024.
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Challenges Method Analysis ResultsIntroduction ChallengesChallenges in Corner Cases

Varied Scenes Diverse Objects

Small Objects Contextual AnomalyVaried Scenes

[A] Li Kaican et al., Coda: A real-world road corner case dataset for object detection in autonomous driving, in ECCV, 2022.
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Challenges Method Analysis ResultsIntroduction ChallengesRegional Perception via Vision-Language Models

Query: Please describe the object inside the red 
rectangle in the image and explain why it affect ego 
car driving. 
Answer: A barrier with orange and white stripes,
indicating a temporary obstruction or hazard. The ego
car must remain vigilant for any changes in the
driving lane or potential rerouting due to this
obstruction. It could indicate construction, a road
closure, or an accident ahead, and drivers should be
prepared to slow down or follow detour signs.

[A] Chen Zhe et al., Internvl: Scaling up vision foundation models and aligning for generic visual-linguistic task, in CVPR, 2024.
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Challenges Method Analysis ResultsIntroduction MethodOverview of the proposed NexusAD framework 
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Challenges Method Analysis ResultsIntroduction AnalysisVisualization 

Our method focuses on scene similarity, not just image similarity, allowing retrieval of the most relevant reference 
samples for the current driving scenario.
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Challenges Method Analysis ResultsIntroduction AnalysisSuggestions provided by ChatGPT

Based on the analysis of these topics, I have the following suggestions to further optimize your VLM
prompts:

1.Enhance specificity: Ensure that the prompt asks the model to provide precise and detailed operational
suggestions, reducing vague or overly broad language. For example, in sections like "Speed Adjustments"
and "Lane Positioning and Maneuvers," ask the model not only to indicate when speed adjustments or lane
changes are necessary but also to explain how to perform these actions in detail.

2.Emphasize critical traffic elements: Make sure the model consistently focuses on key traffic elements,
such as traffic lights, red lights, and important road signs. Consider adding a step in the prompt that directs
the model to pay special attention to these critical elements and provide specific response strategies.

3.Avoid overgeneralization: Encourage the model to concentrate on the unique aspects of the current
situation, avoiding overly generalized advice. You could include a section in the prompt reminding the
model that each scenario is unique and requires a tailored response based on the specific elements
detected.

4.Incorporate a feedback mechanism: If possible, implement a mechanism that allows the model to
recheck and adjust its recommendations after generating an initial suggestion. This can help reduce low-
quality responses caused by omissions or misunderstandings.

5.Minimize the influence of examples: If the examples are causing hallucinations, consider providing only
strategic advice from the examples without including specific detection results. This approach can guide
the model to focus on structure and depth rather than the specific details of the example.

These suggestions can be integrated into your current prompt version to better align with the
characteristics of VLMs, improving the overall scoring of the final predictions.
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Thanks for your listening and attention！
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